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ABSTRACT 

Many mobile phones integrate services such as personal 
calendars. Given the social nature of the stored data, how-
ever, users often need to access such information as part of 
a phone conversation. In typical non-headset use, this re-
quires users to interrupt their conversations to look at the 
screen. 

We investigate a counter-intuitive solution: to avoid the 
need for interruption we replace the visual interface with 
one based on auditory feedback. Surprisingly, this can be 
done without interfering with the phone conversation. We 
present blindSight, a prototype application that replaces the 
traditionally visual in-call menu of a mobile phone. Users 
interact using the phone keypad, without looking at the 
screen. BlindSight responds with auditory feedback. This 
feedback is heard only by the user, not by the person on the 
other end of the line. 

We present the results of two user studies of our prototype. 
The first study verifies that useful keypress accuracy can be 
obtained for the phone-at-ear position. The second study 
compares the blindSight system against a visual baseline 
condition and finds a preference for blindSight. 

ACM Classification: H5.2 [Information interfaces and pres-
entation]: User Interfaces. Input devices and strategies; B 4.2 
Input Output devices 

Keywords: mobile phone, devices, eyes-free, audio, non-
speech audio, user interfaces. blutwurst 

INTRODUCTION 

Many mobile devices now integrate functionality tradition-
ally spread across multiple devices. These “smart” phones 
offer, for example, personal calendars in addition to contact 
lists and phone functionality. Since personal information is 
particularly important in social scenarios, users often need 
access while talking on the phone. This can impact phone 
conversations, as illustrated by the following scenario: 

calendarcalendar

previewpreview

“Monday 9am”

“tic, tic, sssssh”

“How about Monday morning?”

“Yeah, looks like

I’m free after 10”

 

Figure 1. To access phone information stored on the phone 

mid-conversation, users press buttons and receive auditory 

confirmation. This photo shows the flipPhone form factor. 

John:  Hi Ami, can we meet sometime next week? 

Ami: Let me check my calendar. Hold on. 

Ami moves her phone away from her ear so she can 

look at it. She opens the calendar application and navi-

gates to next week. 

When did you have in mind? 

John:  How about Tuesday morning sometime? 

Ami:  Let me check. Hold on.  

Ami looks at her phone again, navigates to Tuesday, in-

spects it, then she puts her phone back to her ear. 

What did you say? Oh, yeah, no… I’m only free 3-4. 

John:  Sorry, I have meetings all afternoon. How does 
Wednesday afternoon look? 

Ami:  Hold on, let me see… 

The traditional interaction model requires users to look at 
the screen, which is impossible while the phone is held 
against the user’s ear. Moving the phone back and forth to 
the ear interferes with the conversation. 

Headsets offer one way to approach this problem. Although 
headsets are well entrenched in certain user groups and in 
some cultural settings, many users don’t use headsets be-
cause they interfere with real-world situational awareness 
and are often judged as uncomfortable, unattractive, or so-
cially awkward [8,16]. Even with a headset, accessing visu-
al information requires looking at the screen, which can 
interfere with other tasks requiring visual attention, such as 
walking or driving. Speakerphones are subject to the same 
limitations; in addition they can raise privacy concerns. 
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We present blindSight, a mobile application that provides 
users with access to personal information stored on their 
mobile phone while talking on the phone. Users control 
blindSight using the built-in phone keypad; information and 
confirmations are delivered via auditory feedback heard 
only by the user, not by the other person on the other end of 
the line. 

A formative survey of nine users revealed that people need 
information access during phone conversations and find this 
situation problematic with current visually-driven phone 
interfaces. Calendar access and Add Contact were the most 
common in-conversation actions requested by survey par-
ticipants, which informed the design of blindSight. 

To provide a hardware basis for blindSight, we present a 
series of simple modifications to consumer phones that en-
able eyes-free, one-handed operation, including the confi-
guration shown in Figure 1. We conducted an experiment 
that shows that this allows users to achieve eyes-free error-
rates below 5%. The experiment also revealed that the 
overhead for eyes-free use is only 200ms per keystroke 
compared to sighted use. 

In a final qualitative user study, 7 out of 8 of participants 
indicated a preference or strong preference for blindSight 
over a traditional smart mobile phone. Study tasks included 
negotiating meetings and managing contacts on the phone. 

RELATED WORK 

BlindSight builds on two main areas of research: auditory 
feedback and mobile input. 

Auditory feedback 

The strengths and weaknesses of auditory feedback have 
been studied extensively in the field of interactive voice 
response systems [21]. One of the main challenges is that 
audio prompting forces users to wait (resulting in “touch 
tone hell” [32]). Users should be able to “dial through” to 
interrupt prompts, or “dial ahead” to skip familiar prompts 
[1]. Perugini et al. propose dial ahead using speech [22]. 
Skip and Scan allows users to iterate through menu options 
on a telephone using forward and backwards keys, rather 
than having to listen to a prompt [23]. Zap and Zoom im-
proves on Skip and Scan by allowing users to jump directly 
to a location using shortcuts [14]. Yin and Zhai proposed 
using a visual channel in parallel to using an interactive 
voice response system to inform users about their options 
[32], but this is counter to our design goal of eyes-free inte-
raction. 

While any human-human conversation contains a certain 
amount of redundancy [28, 7], weaving auditory informa-
tion into the phone conversation risks interference. One 
approach to avoid interference is to time-compress utter-
ances and then serialize them, as suggested by Dietz and 
Yerazunis who used this approach for recovering phone 
conversations after interruptions [7]. Tucker and Whittaker 
compare leaving out words with increasing playback speed 
[28]. Non-speech audio may be less distracting than speech 
audio, but can convey information such as navigational cues 

in hierarchical menus [6, 9, 15]. Zhao et al. explored eyes-
free menus driven by auditory cures [33]. 

Tactile feedback offers another alternative. For example, 
Luk demonstrates piezoelectric-driven feedback for mobile 
devices [17]. 

Mobile input 

BlindSight allows for one-handed input using a phone key-
pad. Keyboard-based entry with few buttons can be sup-
ported through iteration [20] or through chording (e.g. the 
Twiddler keypad [19]). 

In some contexts, gestures can enable experts to perform 
eyes-free operations. For example, text entry based on Un-

istroke [10] or EdgeWrite [31] can become nearly eyes free, 
even with distractions [11]. 

One of the form factors we explore in this paper receives 
input on the back of the device. BehindTouch [13], Hybrid-

Touch [26], and the isometric joystick-based version of 
EdgeWrite [30] also explore using the back surface of mo-
bile devices. LucidTouch [29] enhances back-of-device 
interaction by visualizing the user’s hand position. 

Mobile phone interaction and in-car navigation [1,2] can 
sometimes successfully employ speech recognition. In sit-
uations with a fixed and small vocabulary very good recog-
nition rates have been achieved [12]. If used during a phone 
conversation, speech input can interfere with the conversa-
tion. Only in part can this be reduced by integrating speech 
commands meaningfully into the conversation (dual-

purpose speech [18]). 

SURVEY OF MOBILE USERS 

To inform the design process, we interviewed 9 Smart-
phone users (2 female) ranging in age from 28 to 45 (me-
dian 36) about their usage habits. Our goal was to under-
stand the tasks that users perform while talking on the 
phone. The resulting list of tasks informs the functionality 
required for blindSight (which tasks are needed, and how 
should they be organized) as well as the hardware design 
(how many buttons are needed). 

Participants were recruited from within our institution via 
email. Interviews lasted approximately 30 minutes per par-
ticipant. Participants owned a variety of phones; three of 
them used PDA phones. Average reported monthly talk 
time was approximately 400 minutes. 

Results 

Figure 2 summarizes our findings, highlighting the nine 
most desired tasks while talking on the phone. Access to the 
calendar was desired by all but two participants. Together, 
eight out of nine participants expressed that they would like 
support for these tasks, with seven rating this functionality 
as very important. 

These findings suggest that our system should support at 
least Add Contact, Find Contact, and Navigate Calendar. 
While adding meetings and checking the calendar were 
listed as separate calendar tasks, several participants ex-
pressed that these tasks were often intertwined, which led us 



 

 

to combine them into a single task when designing blind-
Sight. 
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Figure 2. Number of participants out of nine who rated the 

respective feature as “would like” or “very important” 

With respect to hardware design, the need for at least 
10 buttons is suggested by the highly desired Add Contact 
task. This led us to use the 3x4 keypad found on traditional 
mobile phone form factors, rather than creating a custom 
key layout. 

BLINDSIGHT’S AUDITORY EYES-FREE INTERACTION 

BlindSight implements eyes-free access to the phone. Users 
control blindSight by pressing buttons on their phone and 
receive confirmation by means of auditory feedback. In this 
section we present the design rationale of the auditory 
menu, our menu organization, and then a walkthrough. 

Design principles 

The rationale behind using auditory feedback during a 

phone conversation is that any human-human conversation 
contains a certain amount of redundancy [7,28]. If part of 
the conversation is lost, e.g., because of drop-outs in the 
line or because a loud truck drove by, users can typically 
continue the conversation, as long as the inference is short 
and does not take place at a critical moment. To achieve 
this, we used the following 5 design guidelines: 

1. Feedback only on-demand: blindSight plays auditory feed-
back only in immediate response to a user request. Blind-
Sight never initiates auditory output. Putting timing under 
user control allows users to wait for an appropriate moment 
and to avoid moments where important information is 
communicated, such as a phone number. 

2. Brevity: blindSight administers audio feedback in the 
very brief chunks—a single syllable whenever possible. 
This minimizes the risk of interference with the conversa-
tion. 

3. Decomposition: To avoid long blocks of auditory feed-
back, blindSight breaks down composites, such as lists of 
menu items or appointments. Instead of presenting them all 

at once, users iterate though them separately initiating the 
playback of each item. When iterating through the calendar 
in 30min steps, for example, each step results in only 1-2 
syllables conveying time and availability of the current time 
slot. Similarly, users block out a calendar items by repeat-
edly pressing a block-and-advance key (similar to the tog-

gle maps calendar [4]), rather than entering start and end 
time. 

4. Non-speech previews of composites: To give previews for 
the 3-hour and full-day calendar views, blindSight presents 
composites in their entirety. BlindSight creates these pre-
views as a concatenation of discrete 40ms earcons (white 
noise for “available” and a buzzing sound for “blocked 
out”) with 20ms spaces in-between. This use of non-speech 
audio minimizes feedback length. 

5. Interruptability: By aiming for brevity and decomposi-
tion, most auditory elements in blindSight are only one or 
two syllables long. Exceptions are the task names forming 
the main menu (such as “hear text messages”). Full names 
are important here to allow for improved discoverability 
and learnability—essential in an eyes-free system. To mi-
nimize interference with the conversation, blindSight allows 
users to interrupt audio playback. 

BlindSight’s main menu combines several of the principles 
listed above. BlindSight’s main menu is quiet when entered 
(feedback only on-demand). Hitting a button causes it to 
speak out only that button’s functionality, such as “add con-
tact” (decomposition, discoverability). Hitting a button 
again enters the menu for the respective function. Expe-
rienced users can preempt the announcement of the menu 
name by double-pressing in quick succession (interruptabil-

ity), which turned out to be faster than the use of a separate 
confirm button. 

Menu organization 

Figure 3 shows blindSight’s menu structure. All menus are 
based on the 3x4 key numeric portion of a traditional phone 
keypad, i.e., without additional buttons such as a direction-
al-pad or soft keys. This was informed by our work on key-
pad form factors, which we present later in this paper. 

Each menu is derived from one of the two patterns shown in 
Figure 4. The menu pattern offers fast access to menus con-
taining a small number of choices, and also works for digits 
and T9 text entry. The iterator pattern, in contrast, allows 
users to traverse long lists using different step sizes or con-
tents organized in a hierarchy. 

The home, find contact, and add contact menus (Figure 
3a-c) follow the menu pattern; all other menus follow the 
iterator pattern. We considered implementing find contact 
using an iterator pattern, but opted for the faster and quite 
common approach of pre-filtering by typing part of the de-
sired name or phone number using T9. To keep the res-
ponses short, blindSight responds with the number of 
matches rather than by spelling out matches. When users 
decide that the number of matches is small enough, they 
iterate through the remaining choices. 
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Figure 3. BlindSight’s menus 

Each submenu implements one of the tasks identified dur-
ing the survey, with Add Contact and Find Contact as sepa-
rate tasks, and Calendar as one task. Add Contact and Ca-

lendar are assigned to the prominent corner positions, be-
cause they were judged most relevant during our survey, 

Mode switches are generally considered problematic [27], 
and are even more problematic for eyes-free applications. 
We minimized mode switching by avoiding multi-step me-
nus or wizards. Our first calendar design used a two-menu 
sequence for picking a date and a time. We resolved this by 
deriving calendar from the iterator pattern instead. In the 
final design shown in Figure 3, each submenu holds the 
entire interface require for completing a task. The main 
menu functions Mute, Speakerphone, and Record Voice 
simply toggle the respective function, again avoiding mode 
switches. 

BlindSight limits the information users can enter to what is 
crucial and defers the entry of all additional information 
until after the phone call. Add Contact, for example, allows 
users to add a phone number, but it does not allow entering 
a name for that number. Instead, the phone number is auto-
filed under “.blindSight filed <date><time>”. The same 
holds for new appointments. Deferring the entry of less 
relevant data until after the call minimizes in-call interac-
tion time and thus minimizes the impact on the conversa-
tion. 
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Figure 4. (a) The menu mapping affords the entry of a small 

number of choices, such as digits, characters, or menu func-

tions. (b) The iterator mapping affords selection from a long or 

non-finite list of choices. 

Walkthrough 

We now revisit the scenario from the introduction section, 
this time using blindSight. We show blindSight interactions 
like this: button pressed  followed by the resulting “audio 

response”. While this presentation style suggests turn-
taking between human-human and human-phone interac-
tions, blindSight interactions typically take place in parallel 
with the spoken dialog, as discussed earlier. This often 
avoids wait times altogether. To convey a sense of the tim-
ing, we refer the reader to the accompanying video figure. 

John:  Hi Ami, this is John, can we meet sometime next week? 

Ami: Oh, hi John. Yeah, sounds great. When did you have in 
mind? 

 calendar  “calendar” 

 calendar  (enters calendar) “Monday 9am” 

 week +  “next Monday” 

John: How about Tuesday morning sometime? 

Ami:  day +  “next Tuesday” 

 preview 3 hours  “tic, sssh, tic” [tic=“busy”, sh=”free”] 

Ami realizes that noon is taken & looks for alternatives 

 3 hours+  “noon” 

 preview 3 hours  “tic, tic, sssssh” 

I’m busy in the morning, but I am free in the early after-
noon. 

John: Sorry, I have meetings all afternoon. How does 
Wednesday afternoon look? 

Ami:  day +  “Wednesday” 

 preview day  “tic,ssh,tic,  ,ssssssssh” 

Yeah, Wednesday sounds good. I am free after 1. 

John: Ok, let’s make it one then. Call me on my mobile phone 
if anything comes up.  

Ami:  ½ hour +  “30” 

 ½ hour +  “1” 

 block ½ hour++  “blocked” 

Will do, can you give me your number again? 

 (hold) home  (returns home) “home” 

 add contact  “add contact” 



 

 

 add contact  (enters add contact) “enter number” 

John: Sure, do you have something to write with? 

Ami: Yep! 

John: It is (206)…555… 7324. Got it? 

Ami: 2“2”0“0”6“6” 5“5”5“5”5“5”7“7”3“3”2“2”4“4”5“5” 

 save  “saved” 

(returns home) “home” 

Of course. Oh, and if anything comes up, call me at the 
AI lab, their number is… 

 find contact  “find contact” 

 find contact  (enters find contact) “enter name” 

 2abc  “6 matches” 

 4ghi  “1 match” 

 play  “AI lab” 

 play  “4 2 …” 

John: Hold on, let me get something to write with… 

Implementation 

We implemented a blindSight prototype on the Windows 

Smartphone 2003 platform. BlindSight is invoked automat-
ically when placing a call or when a call is received. It then 
allows accessing the user’s calendar and contact list infor-
mation using the interactions described in this paper. 

BlindSight is written in C++ and C# using the .NET Com-
pact Framework 1.0. The prototype uses the Pocket Out-
look Object Model to access the user’s contact list as well 
as the calendar. We used pre-recorded speech for auditory 
feedback. 

TACTILE KEYPAD IMPROVING ONE-HANDED USE 

BlindSight, as described above, is a complete and function-
al system. Yet, to operate blindSight successfully, users 
need to be able to operate buttons with sufficient reliability. 
This means that phone hardware plays an important role. 

Many skilled users can operate their phone eyes-free if the 
phone is in its standard position in front of the user. Unfor-
tunately, we found that these skills do not always transfer 
when the phone is held by the ear. 

Figure 5 shows two postures we observed. While holding a 
phone in front of the user allows resting the phone loosely 
on the fingers, holding the phone up to the ear (Figure 5a) 
requires index and middle fingers to impose a firm grip on 
the phone to hold it. Unfortunately, posture 5a causes the 
thumb to hit the keypad at an oblique angle, preventing 
users from feeling tactile features on the phone keypad. 
Posture 5a thus makes keypad operation error prone. A 
pilot study of posture 5a during which participants entered 
random sequences of numbers eyes-free (similar to the 
study described in section “User Study 1”) showed error 
rates as high as 20% for some participants. 

The problem can be alleviated partially by supporting the 
phone using a second hand (Figure 5b), but this may not 
always be possible or desirable. 

a b

 

Figure 5. (a) Accessing the built-in phone keypad using one 

hand and (b) two hands. 

To inform the design of future eyes-free phones we investi-
gated tactile keypad features, produced several design pro-
totypes, and conducted a series of pilot studies, as well as a 
user study. 

Adding tactile features to the phone keypad 

Figure 6a shows the Audiovox 5600 phone we started out 
with. In a pilot study it showed poor targeting performance; 
most participants reported difficulties distinguishing but-
tons. 

a b
 

Figure 6. (a) The Audiovox 5600 phone. (b) The Red-E SC1100 

phone offers more space between buttons. 

We investigated the problem further using a series of clay 
prototypes (Figure 7). Larger gaps between buttons and 
rounded buttons seemed to address the problem (Figure 7a). 
We found a Smartphone that possesses these characteris-
tics, the Red-E SC1100 shown in Figure 6b. Since this 
phone is no longer commercially available, we also mod-
ified our Audiovox 5600 phone by cutting grooves between 
its keys (Figure 8a). The groves substantially decreased 

error rate for pilot participants. 

However, for buttons located at center of the keypad, we 
still observed high targeting times and somewhat elevated 
error rates. During piloting, we observed that participants 
started all targeting from the corner positions because these 
were the only uniquely identifiable buttons. Users then tra-
versed the keypad towards the desired target. This was slow 
and error prone. As a result the 5 and 8 keys were most 
troublesome to hit and users often confused them. 
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Figure 7. The clay prototypes we used to determine minimum 

button spacing 

To address this confusion, we added tactile features to the 
keypad. We experimented with features between buttons, as 
already offered by some phones (Figure 6b), but even if we 
enlarged these features they remained all but imperceptible. 
We therefore added features onto the buttons, first on the 7-
8-9 row and finally also on the 4-5-6 row (Figure 8). A final 
round of piloting showed that this dramatically reduced 
error rates and targeting time, resulting is roughly equiva-
lent access times for buttons across the keypad. 

epoxy dots

enlarged spaces

b
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Figure 8. We modified this Audiovox 5600 keypad by 

(a) enlarging the gaps between buttons and (b) adding epoxy 

dots on buttons 4 through 9. 

Flipping the phone to help users access the keypad 

While the resulting keypad worked well, its operation re-
mained cumbersome and tiring due to the odd angle of the 
hand as shown in Figure 5a. Rather than trying to make 
further improvements on targeting performance, we made 
one last design to improve on the ergonomics. 

This form factor was inspired by how users hold the phone 
when talking. As shown in Figure 9, the typical grip holds 
the phone between the thumb on one side and little finger 
and ring finger on the other side. The index and middle 
fingers keep the phone in contact with the ear, but remain 
free to move around. 

We considered creating a secondary keypad in this area on 
the back of the device, but it turned out that the design 
could be achieved with an existing keypad by flipping the 
phone around, as shown in Figure 1. We called this form 
factor flipPhone. Flipping the phone only requires replicat-
ing the speaker and microphone. This avoids problems that 
would likely result from a double keypad, such as uninten-
tional button presses. 

 

Figure 9. This typical phone holding posture places index and 

middle fingers on the back of the device. 

Flipping the phone meant changing the mapping of the but-
tons to the rotated mapping already illustrated in Figure 3 
and Figure 4. Relabeling the keys was not necessary, be-
cause users do not see the keypad when it is flipped. Users 
feel the tactile features though, which is the reason for the 
double row of features shown in Figure 8; this arrangement 
was symmetric and therefore preserved meaning when ro-
tated. 

Implications on the design of the auditory menu 

Our work on phone keypads took place in parallel to our 
work on the auditory menu system and informed the design 
of the auditory menu system. Knowing that the 3x4 button 
numeric portion of the keypad could be made accessible led 
us to design for that keypad size, rather than for smaller 
keypad subsets we had considered earlier. 

What remained were limitations on the overall size of the 
keypad. Holding the phone up to the ear, including the flip-
Phone-style grip, does impact the range of the fingers. We 
therefore opted to limit our designs to the 3x4 numeric por-
tion of the phone keypad. This also preserved symmetry 
and thus kept the keypad layout consistent when users 
changed between regular and flipPhone orientation. 

USER STUDY 1: PHONE OPERATION AT THE EAR 

The first study examined the hardware designs presented in 
the previous section. The main purpose of this study was to 
verify that our modifications enabled users to operate the 
phone keypad in the ear position. In particular we wanted to 
verify reliability, i.e., whether error rates were in a range 
adequate for supporting the blindSight interaction model. 

In addition, we measured task times of the eyes-free condi-
tions, as these would eventually determine the maximum 
interaction speeds of blindSight. To put task times in pers-
pective we added a Visual baseline condition. 

Finally, we were interested in the relative performance of 
the two eyes-free form factors. We expected the less famili-
ar flipped posture to require a longer learning period, but 
ultimately to perform better because of its two-finger use. 

Interfaces 

There were three interface conditions. 



 

 

In the Ear condition, participants held the phone against 
their ear as shown in Figure 5a. They operated the phone 
keypad using the thumb of the hand holding the phone. 

In the Flip condition, participants held the phone in the 
flipped position as shown in Figure 1. Participants were 
instructed to operate buttons with both their index finger 
and middle finger. 

For the Flip and Ear conditions, we verified that partici-
pants kept the phone in contact with their ear at all times, 
which prevented them from looking at the phone screen. 

In addition, we included a Visual condition as a baseline.  
In this condition, participants held the phone in front of 
them and operated the buttons with the thumb of the same 
hand. Participants were invited to look at the phone, which 
allowed them to visually verify targeting before pressing 
buttons. 

All three conditions were implemented using the same Red-

E SC1100 phone shown in Figure 6b. The phone was en-
hanced with epoxy dots on the 4,5,6,7, 8, and 9 buttons. 
Participants operated the phone using their dominant hand. 

Task 

We measured keypad performance using a simple button 
pressing task. During each trial, participants entered the 
same 10-digit number. The number had been randomly 
generated once for the entire study and contained each digit 
from 0-9 exactly once. A sheet showing the number was 
kept in participants’ sight throughout the study. 

Correct input was acknowledged using a sound sample re-
peating the digit entered. If an incorrect digit was entered, 
an error sound was played in addition. Participants had to 
correct their input before proceeding. However, the correc-
tion procedure was simplified in that participants only had 
to re-enter the correct digit, rather than having to operate a 
backspace key. 

To ensure participants could hear the auditory feedback 
also in the Visual condition, feedback for all three condi-
tions was administered using a pair of speakers plugged 
into the headset jack of the phone. 

Task time was measured on a per key basis from the begin-
ning of the audio prompt to then moment a key was pressed. 

Apparatus 

The study was conducted using the Red-E SC1100 phone 
shown in Figure 6b, with epoxy dots. It offered 16MB 
RAM and a 132MHZ Processor and ran the Microsoft 
Smartphone 2003 operating system. 

Participants 

Twelve volunteers (4 female) ranging in age from 24 to 31 
years (median 26) were recruited from within our institu-
tion. Each received a lunch coupon for our cafeteria as a 
gratuity for their time. All participants owned a mobile 
phone. Only one was an experienced text messager, sending 
about 300 messages per month. The remaining participants 
reported sending less than 30 texts/month and less than a 
year of experience. 

Experimental Design 

We used a within-participants design, with presentation of 
Ear, Flip, and Visual counterbalanced across participants. 
Within each interface condition, participants performed 3 
blocks separated by 1-minute breaks. Each block contained 
30 trials, with each trial requiring them to enter the same 
10-digit sequence. 

To allow us to investigate first time performance and learn-
ing curve, there were no practice trials. To minimize se-
quence effects across interface conditions, each participant 
performed each interface condition in 3 separate sessions 
with 1-12 hours between sessions. Each session took about 
10 minutes, resulting in an overall duration of about 30 
minutes per participant. 

In summary, the experimental design was: 3 Interfaces 
(Ear, Flip, and Visual) × 3 blocks × 10 numbers × 10 digits 
per number = 900 key presses per participant. 

Results 

Repeated measures analyses of variance were used to assess 
the effects of interface (Flip vs. Ear vs. Visual) on error 
rate and selection time.  

Error rates: Errors rates are the number of incorrect key 
presses per block divided by the number of required key 
presses per block (100). Repeated errors were counted only 
once, i.e., errors correcting an error were not counted. As 
expected, error rates for the eyes-free conditions were high-
er than the Visual baseline; Flip (F1,11=25.32, p<.05) and 
Ear (F1,11=36.17, p<.05). The difference in error rates be-
tween Flip and Ear was not statistically significant ( p>.05).  

For the last block of trials, error rates were 4.33% for Flip, 
5.33% for Ear and 0.33% for Visual (Figure 9). 
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Figure 10. Error rates for the Flip, Ear, and Visual conditions 

by block number. Error bars show 95% confidence interval. 

Task time: Task time for key presses was measured from 
when the audio prompt for that key started playing to when 
the key was pressed down. During aggregation of the data, 
medians were used as a measure of central tendency to re-
duce the effect of outliers [24]. For each block, we took the 
median of each participant’s key press times as a represent-



 

 

ative measure of his/her performance for that block. We 
then averaged these representative measures across partici-
pants for each block. 
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Figure 11. Average key press times for each interface condi-

tion by block. Error bars show 95% confidence intervals.  

Again as expected the Visual baseline condition was faster 
than Flip (F1,11=44.08, p<.001) and Ear (F1,11=17.06, 
p=.003). Overall, Ear was faster than Flip (F1,11=5.229, 
p<.05). However, in the last block, there was no significant 
difference in speed between Flip and Ear (F1,11=2.66, 
p>.05). 

Subjective Preference: When asked to compare the Ear 
and Flip techniques, 6 participants expressed a preference 
for Ear and 6 participants expressed a preference for Flip. 
Participants who preferred Ear cited the familiarity with 
using the thumb for number entry as the reason. Participants 
who preferred Flip cited its more comfortable ergonomics. 

Ten of the twelve participants commented on the usefulness 
of the tactile features on the buttons for the two eyes-free 
conditions. Two participants commented on how the Flip 
condition felt similar to holding a mouse. 

Discussion 

With error rates around 5%, the Ear interface condition 
seems well-suited for use with blindSight. The Flip form 
factor seems promising, but its lack of familiarity made it 
require 200 key presses/10 minutes of practice time to reach 
an error level comparable to the Ear condition. Given the 
even split in preference between the two eyes-free interface 
conditions, however, both form factors seem worthy of fur-
ther investigation. Our expectation that Flip would beat Ear 
in terms of task time was not fulfilled, a study with more 
than three blocks would be necessary to investigate this. 

With respect to the visual baseline condition, the Ear and 
Flip conditions were about 200ms and 300ms slower per 
key press. This corresponds to 2-3 seconds for entering a 
phone number. In the context of blindSight, this seems like 
an acceptable cost, especially given that these numbers 
were obtained with users experienced with the visual con-
trol conditions, but new to the eyes-free conditions. 

USER STUDY 2: BLINDSIGHT VS. SMARTPHONE 

In this final study, we compared the eyes-free blindSight 
system with Windows Smartphone 2003 as the visual base-
line. During the study, participants scheduled calendar ap-
pointments and added contacts while engaged in a phone 
conversation with an experimenter. Participants performed 
these two tasks under two different levels of distraction. 

One of the key hypotheses driving this system is that it is 
possible to overload the auditory channel with feedback 
even though that channel is already in use for human-human 
communication. We considered a range of more formal 
study designs, but all of them required us to decompose the 
system into techniques (e.g., studying the menu system). 
Such a quantitative study can provide valuable insights, but 
the qualitative study we employed allowed us to use an eco-
logically valid design with an actual conversation partner, a 
real world task, and a control condition that is not only vis-
ual, but also a complete commercial system. A study with 
these parameters would have been all but impossible had 
the goal been to obtain quantitative data. 

Interfaces and keypad conditions  

Participants were placed in a separate room and communi-
cated to an experimenter over the phone running the respec-
tive interface. The phone was an Audiovox 5600 mobile 
phone running Windows Smartphone 2003, with the epoxy 
dots shown in Figure 6a. Participants controlled the phone 
one-handed using their dominant hand. 

In the Smartphone condition participants used the contact 
list and calendar functions that are part of the original 
Smartphone software. The phone allowed participants to 
launch the calendar and the contact list using two-key se-
quences. To add a contact, participants hit an “add” key, 
scrolled down to the phone number field and keyed in the 
number. To add an appointment, participants selected “add 
appointment” from a menu and filled in start and end times 
in an onscreen dialog. To operate these functions, partici-
pants looked at the screen of the device. 

In the blindSight condition, the phone ran the blindSight 
prototype software described earlier which implemented the 
menu system shown in Figure 3. Unlike the Smartphone 
condition, participants navigated this interface eyes-free by 
means of auditory feedback. Half of the participants inte-
racted with blindSight using the Ear posture while the other 
half used the Flip posture, each one identical to the respec-
tive interface in the previous study. 

Due to a hardware bug at the day of the study, our proto-
type failed to run phone conversations while running blind-
Sight. We created a work-around by injecting audio from a 
second phone routing the call into the speaker of the phone 
running blindSight. 

Tasks 

There were two tasks, both of which were administered by 
the experimenter who folded them into the phone conversa-
tion. During the conversation, the experimenter either gave 
participants a phone number to be recorded or negotiated an 



 

 

appointment with them. For the scheduling task, the expe-
rimenter proposed a day and time (morning, evening, etc.). 
Participants checked the proposed time against the pre-
populated calendar on the phone, negotiated an alternative 
time slot in case of conflict, and entered the appointment. 

Distraction  

In the Idle condition, there were no additional stimuli. 

In the Driving condition, participants performed the tasks 
and maintained the call while controlling an interactive 
driving game (Moorhuhn Kart 2). The game was operated 
with one hand using the four cursor keys. This condition 
allowed us to compare blindSight and Smartphone usage 
while involved in a cognitively loaded task such as driving. 

To reflect the way many users operate phones while driv-
ing, we allowed participants to use a headset during the 
Driving + Smartphone condition. Six of our eight partici-
pants made use of this option. 

Procedure 

Participants received 10 minutes of training per interface 
condition. Participants were provided with printouts of the 
relevant parts of the menu structures of both interfaces and 
kept in sight throughout the study. 

Participants performed 5 Schedule Meeting trials interlaced 
with 4 Add Contact trials with one interface × distraction 
condition. Then they repeated the block with new data on 
the remaining three interface × distraction conditions. The 
presentation order was counterbalanced. 

Participants filled in a questionnaire and were interviewed 
regarding their experience. The study lasted approximately 
60 minutes per participant. 

Participants  

We recruited 8 volunteers (2 female). Four participants had 
owned a Windows Smartphone for at least one year. Six 
participants reported talking while driving at least three 
times a week. Three participants reported using either a 
speakerphone or headset when on the phone while driving. 

Hypotheses 

Our main hypothesis was that we would see a subjective 
preference for blindSight. We expected to see a stronger 
preference for the driving condition because the competing 
visual task would interfere more with the visual Smartphone 
condition than with the eyes-free blindSight condition. 

Results 

All participants completed both tasks successfully for all 
conditions. Figure 12 shows the tallied responses of the 
seven questions that required participants to choose be-
tween interfaces; Figure 13 shows the results of the Likert 
scale questions referring to the blindSight condition. 

Six of eight participants reported an overall preference for 
the blindSight interface over the Smartphone interface 
(Figure 12). Seven preferred blindSight for the driving con-
dition, supporting our hypothesis. An experienced Smart-
phone user for over 5 years exclaimed “If there were some-

thing like [blindSight], I would totally use it.” 
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Prefer Overall

blindSight Smartphone

Prefer Overall

 
Figure 12. The number of participants (n=8) who preferred 

the blindSight/Smartphone conditions in the context of the 

respective statement. 

The questionnaire results suggest explanations for this pre-
ference. While the functional parts of the systems receive 
balanced preference scores (blocking out meetings, menu 
orientation), the determining factor seemed to be that 
blindSight made participants feel in control of the conversa-
tion (7 out of 8 participants) and prevented them from miss-
ing information (7 out of 8). Participants found it useful to 
be able to hear content without having to move the phone 
away from their ear (Figure 13) and rated blindSight’s eyes-
free use as “very useful” (6.13/7). 

Two people preferred Smartphone over blindSight. One 
explained “I like having something to look at,” but men-
tioned that if she were driving, she would prefer to use 
blindSight for safety reasons. The other participant who 
preferred using Smartphone had difficulties hitting the but-
tons eyes-free. He also expressed no preference for blind-
Sight in a driving scenario; he talks about 20min a day 
while driving using his current (visual) phone. 
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Useful to hear content without looking
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Figure 13. Likert responses (7-point scale) for questions re-

garding the eyes-free condition. Higher ratings are better. 

Error bars represent standard error of the mean (n=8). 

The questionnaire identified calendar navigation as a weak-
ness in the tested version of blindSight, giving blindSight 
low preference score for “I knew what date/time I was at”. 
Participants expressed that they would have preferred 
blindSight to repeat the current date and time position more 
often. The non-speech calendar previews received mixed 
reviews. While participants liked the idea per se, five par-
ticipants said they were unable to differentiate between the 
“free” and “busy” blips. One reported trouble parsing the 



 

 

blips into time segments. Three participants suggested re-
placing the non-speech previews with a spoken list of busy 
or free slots. All participants managed to use the iterative 
calendar exploration allowing them to succeed at the task. 
One participant commented “It’s more foolproof that way.” 

Apart from that, participants expressed enjoyment using the 
blindSight condition and found the system easy to use. One 
participant mentioned “If I were using it eyes free [while 

driving] I wouldn’t hold it by my ear—I would use it with a 

headset. I don’t mind the manipulation so much as I mind 

the need to look at [the phone].” This suggests that blind-
Sight and the use of headsets are complementary and 
should not be considered competing approaches. 

CONCLUSION 

In this paper we presented blindSight, a system that enables 
eyes-free navigation by providing auditory feedback. 

We made 3 main contributions. First we presented the de-
sign and implementation of a system that enables eyes-free 
access to phone content. Second, we investigated phone 
keypad interaction at the ear, presented several design im-
provements, and validated our designs using a user study. 
Third, we presented results from a user study comparing 
blindSight to a visual baseline condition that finds subjec-
tive preference for blindSight. 

As future work we plan to explore the applicability of our 
findings to solutions for visually impaired users. 
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